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Abstract- Di�erent attacks are proposed in the
literature to cryptanalyze McEliece public-key
cryptosystem. Most of these attacks are based
on some form of the information set decoding ap-
proach. In this paper, we propose a new attack
based on an algorithm that can be viewed as a
generalized threshold decoding algorithm. Apply-
ing this algorithm on the McEliece system shows
that the system with its original parameters is not
secure.

1 Introduction

The decoding problem of general linear block
codes is known to be NP hard. In practice, codes
are usually designed with certain algebraic struc-
tures that can be exploited to speed up the en-
coding and decoding processes. This is, however,
at the expense, for most codes, of a decreasing
code e�ciency for correcting errors.

Randomly generated codes, on the other hand,
are typically good [4]. In fact, the minimum dis-
tance, d, of an (n; k) random code is related to its
rate, k=n, by

1�
k

n
� h(

d

n
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where h(x); 0 � x � 1, is the binary en-
tropy function de�ned by x log

2
(1=x) + (1 �

x) log
2
(1=(1 � x)). For half rate codes, for ex-

ample, the above relation can be approximated
by d � 0:11n or up to 0:055n errors can be cor-
rected by these codes.

The problem with these codes, however, is the ab-
sence of e�cient decoding algorithms. Based on
this McEliece proposed a public-key cryptosystem
[4].

McEliece System:

In this system, the public key,G , is a k�nmatrix
that is a product of three private keys: S , G

0

,
and P where S is a k� k scrambling matrix,G

0

is k�n Goppa code generator matrix, and P is a
n�n permutation matrix. Both S and P provide
the required randomization e�ect on G

0

. For
Goppa codes, a fast decoding algorithm exists[4].
For the equivalent code G , however, this is not
the case if the private keys are kept secret.

The ciphertext vector c corresponding to an in-
formation vector u is given by

c = uG� e;

where e is an n dimensional binary vector of
weight t or less where t is the error correcting
capability of the code. To decode, the received
vector y is �rst multiplied by P and the fast de-
coding algorithm of the Goppa is then used to
remove the errors. The result is then multiplied
by S �1 to obtain the information vector u .

Previous Attacks:

Di�erent attacks on this system have been pro-
posed in the literature. Most of them are based on
the information set decoding algorithm [4]. The



algorithm is based on a random selection of k bits
from y on the hope that these bits are not in er-
ror. The selected subvector is then multiplied by
the inverse of the k� k matrix composed of the k
columns of G corresponding to the selected posi-
tions of y . The result is the decrypted vector. To
check its validity, one can use the approach pro-
posed in [4]. If successful then stop else repeat all
processes all over again.

2. The New Approach: (Statistical
Decoding)

The algorithm is of a statistical nature and can be
viewed as a generalized threshold decoding algo-
rithm [4]. In classical threshold decoding, a set of
appropriately selected vectors from the dual space
of the code is used to detect and locate all the er-
ror positions. The proposed algorithm, however,
is based on generating a "balanced" projection
set Hw. This is composed of randomly gener-
ated vectors from the dual space of the code with
small weight w (large weights works as well)1. To
perform decoding, a new set, Hr , is formed by
restricting Hw into the subset containing vectors
satisfying the condition yhT = 1. The set Hr

will be called the restricted set. If the vectors of
Hr are summed in Rn, then the t erroneous posi-
tions will be the ones corresponding to the maxi-
mum (minimum) t values of the resulting vector.
Justi�cation for why the algorithm works will be
discussed in the next section. The outline of the
algorithm is given below.

The Statistical Decoding Algorithm:

Input: Hw , y .

Output u , the information vector.

1. Calculate the error-locating vectors v .

v =
X

h2Hw

(yhT )h:

1The setHw has to be generated and stored in advance.
There are many e�cient algorithms for such generation.
(See for example [1]).

2. Calculate ui where

ui = yki G
�1

ki
i = 1; 2;

where yki; Gki; i = 1; 2 are the subvectors
of y and the corresponding submatrices of
G corresponding to the t positions in v with
the maximumand minimum t values, respec-
tively.

3. Check

weight(uiG� y) i = 1; 2:

Choose ui that yields weight � t.

Consider the following example:

Example: (32; 16; 5) Random code:

This is a randomly generated (32; 16; 2) code. It
can be shown that the minimumdistance for this
code is 5. That is the code can correct up to 2
errors. The P part of the generator matrix G =
[I : P] for this code is given by

P =

2
6666666664

0 1 1 1 1 1 1 0 1 0 1 1 0 0 1 0

0 0 1 1 0 1 0 0 1 0 0 1 1 0 0 0

0 0 0 1 0 0 0 0 0 1 0 1 1 1 1 1

0 1 1 0 0 1 0 1 1 0 1 0 0 1 1 0

1 1 0 1 1 0 0 1 1 0 0 1 1 1 1 1

1 0 0 1 0 1 0 0 0 1 1 1 1 0 0 1

1 0 1 1 0 0 1 0 0 0 0 1 1 0 0 1

1 1 1 1 0 0 1 1 0 1 1 1 0 1 1 0

1 0 1 1 1 1 0 0 0 1 1 1 1 1 1 1

0 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1

0 0 1 0 1 1 0 0 1 0 1 1 1 1 1 1

1 1 1 0 0 1 1 0 0 0 1 0 0 1 0 1

1 1 1 1 1 0 1 1 1 1 1 0 0 1 0 1

1 1 1 1 1 1 0 0 1 1 1 1 0 0 0 1

0 1 1 0 1 1 0 1 1 1 1 0 1 0 0 1

0 1 1 1 1 1 1 1 1 1 0 1 0 1 0 1

3
7777777775

A random search is performed for Hw and it is
found that the following 28 vectors are su�cient
for decoding.

0 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 1 1 1 1 0 1 0

1 1 1 1 0 1 0 1 1 1 1 1 1 0 1 1 1 0 0 1 1 1 0 1 1 1 1 1 1 0 1 0

1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 1 1 1 1 0 0 1 0 1 0 0 1 1 1 0

1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 0 1 1 0 1 1 1 1 0 0 1 0 1 1 1 0

1 1 1 0 1 0 1 0 0 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0

0 0 1 1 1 0 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 1 1 1 1 1 0

1 1 1 1 1 1 1 1 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 1 0 1 1 0 0 1

1 1 1 0 1 1 0 1 1 1 1 1 0 1 1 0 1 0 1 1 0 1 1 1 1 1 1 1 0 1 0 1

0 1 1 1 0 1 1 0 1 1 1 1 0 1 1 1 1 1 1 1 0 1 0 1 1 1 1 0 1 1 0 1

1 1 0 1 1 1 1 1 0 0 1 1 0 1 0 1 1 1 1 1 1 1 1 1 0 1 0 1 1 1 0 1

1 0 1 1 0 1 1 1 0 0 1 0 1 0 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 0 1

1 0 1 1 0 1 1 1 1 1 0 1 1 1 0 1 1 1 0 0 1 1 1 0 1 1 1 1 1 1 0 1

0 0 0 0 1 0 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 0 1

1 1 0 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 0 1 1 0 1 1 1 0 1 0 1 0 1 1



1 1 1 0 1 1 1 1 1 0 1 1 1 1 0 1 0 1 1 0 0 1 1 1 1 1 0 1 1 0 1 1

1 0 1 1 1 0 1 1 1 0 1 1 0 1 1 1 0 1 1 1 1 1 0 1 1 0 1 1 1 0 1 1

1 1 1 0 1 1 1 1 1 1 1 0 1 0 1 1 1 1 0 0 1 1 1 0 0 1 1 1 1 0 1 1

1 1 1 1 1 1 1 0 1 1 0 0 1 1 1 1 0 1 0 1 0 1 1 1 1 1 1 0 0 1 1 1

0 1 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1 0 0 1 1 1 1 0 1 0 1 1 1

1 1 1 1 1 0 0 1 0 1 1 1 0 1 1 0 1 0 1 1 1 1 1 1 1 0 1 1 0 1 1 1

1 1 0 1 1 1 1 1 1 0 1 1 0 1 0 0 1 1 1 1 1 1 0 0 1 1 1 1 0 1 1 1

1 1 1 1 1 0 0 1 1 1 1 0 1 1 1 1 0 1 1 0 0 0 1 1 1 1 1 1 0 1 1 1

0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 1 0 1 0 0 1 1 1 0 0 1 1 1 1

1 0 1 0 0 1 1 1 1 1 1 1 0 0 0 1 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1

1 0 0 0 1 1 1 0 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1 0 1 0 1 1 1 1 1 1

1 1 1 0 0 1 0 1 1 1 1 1 1 1 0 0 0 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1

0 1 1 1 1 1 0 0 1 1 1 0 1 0 1 0 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1 1

0 1 0 1 1 1 0 1 1 1 0 1 0 1 1 0 1 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1

Now suppose a single error has occurred in posi-
tion 10. In this case, v will be

14 16 18 14 15 16 13 15 17 21 15 15 15 16 17 15

15 14 17 15 17 17 15 13 15 17 17 15 17 17 16 15

Note that position 10 has the highest value (21 in
this case) among the values of v . On the other
hand suppose that two errors occurred in position
10 and 20, then v will be

9 9 7 11 9 10 10 12 10 6 9 8 8 10 9 10

8 10 8 6 10 8 9 9 9 8 9 9 9 9 9 11

Note again that position 10 and position 20 have
the smallest values (6 in this case) among the val-
ues of v .

Similar calculations can be done for other error
patterns. One can then set di�erent thresholds
to detect and locate di�erent kind of correctable
errors patterns. From this one can �nd a single
threshold for every error pattern of weigh i; 0 �
i � t.

3. Asymptotic Behavior of the Algorithm:

Large codes such as the one proposed by
McEliece, generally, behave like randomly gener-
ated codes and one can reasonably assume that
the binomial distribution is a good approximation
for the weights [4]. We now observe that the prob-
ability of observing a value of one in any position
of the binary vector h 2 Hw is w=n. Restricting
the set Hw to the new set Hr = fh : ehT = 1g
will bias these probabilities in both the erroneous
and the error free positions into two di�erent val-
ues, p and q respectively. In fact, one can prove
the following theorem.

Theorem 1:

For vectors in Hr, the probability, p, of obtaining
a value of 1 in an erroneous position is given by

p =

P
m odd

�
n�t

w�m

��
t�1

m�1

�
P

m odd

�
t

m

��
n�t

w�m

�

and the probability, q, of obtaining a value of 1 in
an error free position is given by

q =

P
m odd

�
n�t�1

w�m�1

��
t

m

�
P

m odd

�
t

m

��
n�t

w�m

� :

The idea of the algorithm is based on the ob-
servation that some of h 2 H provide error de-
tection information. In the detection process
(say odd detection; y hT=1), the h vector acts
like a mask on the vector y. That is, if y =
(y1; y2; : : : ; yn) = c � e is the received vector
where e is the error vector of weight less than
or equal to t, and h = (h1; h2; : : : ; hn), then the
sum

P
n

i=1
yihi will only include those terms for

which hi = 1; 1 � i � n. Since chT = 0, the
vector y can be replaced by e.

Now we make an important observation that, if
the weight of h is large, then it is likely that most
of the errors will be masked by h. This has a
statistical implication. If one recursively add such
h vectors, then he will end with numbers that
points out to the positions of the errors since these
positions are common to most of these vectors.

The Work Factor:

We have interest in estimating the number of h
vectors, N , required for there to be a 0.95 proba-
bility that the relative frequency estimate for the
probability of an error event would be within �
of p. For large codes, it is noticed that the dif-
ference between p and q is very small. This puts
some restriction on the value of �. One can use
the Central LimitTheorem to bound this number.
Let fe(N ) be the relative frequency of the error
event in some position. Since fe(N ) has mean p
and variance p(1 � p), then it can be shown [5]
that for a 0.95 reliability

N = 625� 10�6p(1� p)��2:



This is the number of vectors in Hw required to
detect all error patterns. Now assume that this
set is available. To �nd the number of computa-
tion required to perform the second step in the
statistical decoding algorithm, let m be the num-
ber of vectors that can be tested and added per
second. In this case, the time, td, required to de-
crypt is given by

td =
jHwj

m
seconds:

4. Results and Discussion:

As can be seen from the above discussion, the
proposed attack involves a time-space trade of.
One �rst needs to perform some precomputation
to construct the setHw. Once this set is available,
then all decryptions can be performed using the
same set.

Let us consider the McEliece system with its orig-
inal parameters (1024; 512; 51). In this case we
have

p = 0.8994152623
q = 0.8994139996

Using these probabilities, the amount of h vec-
tors required to identify the erroneous places in
the McEliece system is 238. Our experimenta-
tion shows that for a single 700 MHz PENTIUM
II processor, this will require around 29 hrs per
decryption and can be signi�cantly reduced us-
ing parallel computations. It is worth mentioning
that storage of such sizes are within the reach of
today's technology.

5. Conclusions

This paper has introduced a new decoding algo-
rithm for general linear block codes called here
"statistical decoding". The algorithm is of a dif-
ferent 
avor from the conventional threshold de-
coding algorithm and it exploits, in a statistical
sense, the statistical information provided by the
classical syndrome decoding. The algorithm is

then used to cryptanalyze McEliece public-key
cryptosystem. Results show that all the computa-
tion and storage requirements to break the system
are within the reach of today's technology. This
suggests that the parameters of the system should
be increased. A possible choice is (2048; 1024).
The size of the public-key, however, will be too
large for any practical consideration.
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