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Abstract—
In this paper we investigate multiuser detection tech-

niques for coded narrowband signals in fading channels. In
[1], Moher proposed a suboptimal multiuser detector and
its performance is demonstrated for the AWGN channel. In
this paper, this multiuser detector is modified for fading
channels, such as the Rayleigh fading channel model. The
fading channels described and simulated are flat narrowband
channels. The receiver is assumed to be synchronous.

I. Multiuser Channel Model

A. Discrete Time Synchronous Model

Multiuser transmission means that K users share one re-
source for transmission of data. The shared resource can
be the spectrum, time, or power allocations. The com-
mon code multiplex technique CDMA is used where it
makes sense to have a concrete example, for motivating
the model equation and for giving an example how to cal-
culate the crosscorrelations. The model itself can be used
with all types of multiuser transmission and is not specific
for CDMA.

In a CDMA system, every user k is assigned a unique
signature waveform sk (t) known by the receiver. If the
length of the waveforms is not larger than the symbol du-
ration T , there is no ISI and a synchronous model can be
used. That is, the received signal y (t) depends only on the
mapped bits bi, 1 ≤ i ≤ K of the actual point of time. If
the used channel is an AWGN channel the difference be-
tween the both signal after the channel y (t) and before the
channel s (t) is a white Gaussian distributed noise process:

y (t) = s (t) + n (t) (1)

where n (t) represents white Gaussian noise with variance
σ2. The signal at the input of the receiver can be described
for a symbol duration T as follows:

y (t) =
K∑

k=1

Akbksk (t) + n (t) , t ∈ [0, T ] (2)

Ak is the received amplitude of the kth user’s signal.
If the signature waveforms were orthogonal, we could

achieve the same performance as in the single user case
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just by using a bank of matched filters on y (t) and handling
the received samples like in the single user scenario. If the
signature waveforms are not exactly orthogonal,

ρij = 〈si, sj〉 =
∫ T

0

si (t) sj (t) dt (3)

is not zero. ρij is the crosscorrelation for the users i and
j. For every single user k, a specific matched filter with
output yk is used, matched to the signature waveform of
this specific user:

yk =
∫ T

0

y(t)sk (t) dt = Akbk +
∑
j �=k

Ajbjρjk + nk, (4)

with nk =
∫ T

0
n (t) sk (t) dt. Equation (4) can be described

in vector form:

y = RAb + n (5)

The vector y of length K has all yk, 1 ≤ k ≤ K as entries.
The K × K matrix R has the cross correlations ρij as en-
tries. The received amplitudes are represented by A. It’s a
K ×K matrix only having non zero entries Ak in the diag-
onal. The vector b of length K has all bk, 1 ≤ k ≤ K as en-
tries. The vector n of length K has all nk, 1 ≤ k ≤ K as en-
tries. The noise vector has the properties E

{
n · nH

}
= R

and n =
√

R · n0 with n0 is the vector of the complex
Gaussian white noise values before matched filtering as in-
troduced in [6]. A simple example for the crosscorrelation
matrix R is the K-symmetric channel. In this case, all cou-
ples of signature waveforms have the same crosscorrelation
ρ.

B. Rayleigh Fading Channel

To model users in a mobile multiuser environment, we
use flat correlated Rayleigh channels with a normalized
maximum Doppler frequency fD,maxTS of 0.01. The re-
ceived amplitudes are fading due to the time variant inter-
ference of the echos arriving at the receiver:

A = A [i] , 1 ≤ i ≤ N (6)

with N being the number of transmitted symbols. We con-
sider narrowband flat fading. The difference to the single
user case is that we have to handle with K channel coeffi-
cients for every symbol duration instead of only 1 because
there are K users. Assuming that we use a BPSK trans-
mission with bit energy 1 the entries of A [i] are exactly
the coefficients describing the Rayleigh fading. The phase
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Fig. 1. Synchronous time discrete model for multiuser transmission
over Rayleigh channel.

of the fading can be neglected as we assume a coherent
receiver. The illustration of the synchronous discrete time
model for a coherent transmission over one common chan-
nel can be seen in figure 1.

II. Multiuser Decoding

A. Decorrelating Detector

The idea of using single user matched filter and making
hard decisions on the Matched Filter (MF) outputs works
fine if the correlation between the signals from the differ-
ent users is low. But for higher crosscorrelations values,
e.g. ρ ≥ 0.5, the interfering noise is stronger and leads to a
higher BER. One well-known method to give the receiver
information about the crosscorrelations is the decorrelat-
ing detector. The principle of the decorrelating detector
is to use this knowledge to decorrelate the signals of the
users. Equation (5) describes the MF output samples. If
we assume no noise, then (5) simplifies to y = RAb. If we
left-multiply the right side with the inversion of the cross
correlation matrix R−1, we get exactly the sent information
vector b but with different gains. In this noiseless case a
hard decision on these values would mean an error-free de-
tection. If we admit a noise vector n, the left-multiplication
leads to coloured noise:

y′ = R−1 · (RAb + n) = Ab + R−1n (7)

with the received vector y′ being the same as the sent b but
with different amplitudes plus additive coloured Gaussian
noise.

B. Moher’s Iterative Multiuser Detection Algorithm

In the multiuser case, the distribution of the received
sample with a given sent symbol transmitted over an
AWGN channel can be described using a multivariate
Gaussian distribution:

Θ [y|b] =
|R|

(2π)
K
2 σK

e−
(y−Rb)HR−1(y−Rb)

2σ2 (8)

Implementing Moher’s algorithm [1] means giving the
receiver information about the crosscorrelation values and
also about the channel conditions. Assuming a multivariate
AWGN channel, we know the distribution of the received
samples for a given vector of bits b sent by the K users at
time i as given by (8). The evaluation of this distribution
requires the knowledge of the crosscorrelation matrix R
and the variance of the noise, that is we must know how

the received samples of the users are correlated and the
statistics of the AWGN noise. The first step of Moher’s
algorithm is to calculate the initial a priori distribution
assuming uniformly distributed channel bits:

q0 [b] = Θ [b|y] =
Θ [y|b] Θ [b]

Θ [y]
. (9)

As the receiver does not know b, equation (9) is calculated
for every hypotheses b̃.

q0

[
b̃
]

= Θ
[
y|b̃

]∣∣∣
norm

(10)

The second step consists in computing the marginal distri-
butions q0 [bk] , 1 ≤ k ≤ K:

q0

[
b̃k = 0

]
=

∑
b̃:b̃k=0

q0

[
b̃
]

(11)

With these distributions we have the probability of a sent
symbol 0 (or 1 respectively) for every user k at time i given
the received signals of all users. The sum is calculated
over all hypotheses with a 0 as the hypothesis for the sent
symbol of user k. Then the sum consists of 2K−1 addends.
In our simulations, we calculate the marginal distributions
for a sent symbol 0: when a marginal distribution is used,
it means the marginal distribution for a sent 0 symbol.

These probabilities are used as input for the BCJR al-
gorithm [2] instead of the received samples (actually we
can use exactly the same algorithm with the corresponding
Log Likelihood Ratios (LLR)). The third step is a decoding
step which gives the output distribution:

pj

[
b̃k

]
= qj−1

[
b̃k

]
pe,j

(
b̃k

)∣∣∣
norm

(12)

With equation (12) the decoding is interpreted as a func-
tion that adds information. We can split the result into
an intrinsic part already obtained before the decoding
qj−1

[
b̃k

]
and an extrinsic part the decoding process has

created pe,j

(
b̃k

)
. The output of the decoder again is a

normalized distribution.
The last step of Moher’s algorithm consists in closing the

loop for iterative decoding. We assumed above a uniform
a priori distribution because we had no information about
the distribution of the channel bits. In the iterative mode,
we calculate the probability of every b̃ at every instant i
after the decoding with the BCJR algorithm and return to
the first step of the algorithm using the new distribution
pj

(
b̃
)

instead of the uniform distribution Θ
(
b̃
)
. For the

following iteration steps, the latter distribution pj

(
b̃
)

is

replaced by the new one pj+1

(
b̃
)
, and so on. The cal-

culation of pj

(
b̃
)

is made with the assumption that the
hypotheses of the single users bk are statistically indepen-
dent:

pj

(
b̃
)

=
K∏

k=1

pj

(
b̃k

)
(13)
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Fig. 2. Moher’s multiuser detection algorithm in closed loop (itera-
tive) mode.

This can be achieved using an interleaver with a sufficiently
large interleaving depth after the encoder at the transmit-
ter and a deinterleaver before the BCJR algorithm decoder
at the receiver. Every user has to use a different interleaver,
as shown in figure 2. For the simulations done here, only
the extrinsic part of the distribution p

(
b̃k

)
is fed back:

pe,j

(
b̃
)

=
K∏

k=1

pe,j

(
b̃k

)
(14)

This leads to an improvement of the BER performance as
the number of iterations increases. Feeding back both the
extrinsic pe,j

(
b̃k

)
and the intrinsic qj−1

(
b̃k

)
information,

which is equivalent to feeding back pj

(
b̃k

)
itself, leads to

an improvement in comparison to the open loop case but
is not as good as feeding back only the extrinsic informa-
tion. As the used MAP decoder is optimal for a single user
transmission, the distribution for user k can not be im-
proved after the first decoding without using distributions
of the other users. Therefore, the extrinsic information
pe,j

(
b̃k

)
can be omitted in the calculation of qj

(
b̃k

)
in

the next interation:

q̃j

(
b̃
)

= Θ
(
y|b̃

)
· pe,j

(
b̃
)∣∣∣

norm
(15)

The algorithm runs for a number of iterations. After
the last decoding step the output of the decoder is not
interleaved. A hard decision on the symbols is then made
from the marginal distribution at the output of the decoder.

C. Comparison of Decorrelating Detector and Moher’s Al-
gorithm

Both the decorrelating detector and Moher’s algorithm
require information about the crosscorrelation of the users.
But Moher’s algorithm also uses information about the
channel. This leads to the conclusion that the latter re-
ceiver should be more power efficient. Figure 3 shows the
result of a 2 user transmission over an AWGN channel
using a rate 1

2 constraint length 5 convolutional code in
closed loop configuration. The K-symmetric channel model
is used. The curve of the BER goes to the single user curve
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Fig. 3. Coded transmission over AWGN channel using r = 1
2

con-
volutional code, decorrelating detector and Moher’s algorithm,
ρ = 0.9, and K = 2 users.

as the numbers of iterations increase. Not more than two
or three iterations are necessary to achieve good results.
For SNR values of 4dB and higher there is no significant
differences between the single user case and the multiuser
case using Moher’s algorithm with three iterations. Per-
forming more iterations does not lead to noticeably better
results.

III. Decoding Performance in Rayleigh Fading

The multiuser detection algorithm uses information
about the channel the data is transmitted over. This means
that we have to change the distribution Θ [y|b] so that the
channel is described correctly.

The AWGN channel using multiuser transmission can be
described with (8):

Θ [y|b] =
|R|

(2π)
K
2 σK

e−
(y−Rb)HR−1(y−Rb)

2σ2 (16)

The discrete time synchronous model as matrix equation
is described with (5):

y = RAb + n (17)

We already introduced the matrix A describing the dif-
ferent power levels of the single users. As we assume a
coherent receiver, the phase of the channel coefficients of
the Rayleigh fading channel can be omitted and the fad-
ing can be modeled by multiplication of the signals of the
users with real values. The channel coefficients represent
only the amplitudes since the phases are omitted due to the
coherent reception. The matrix A can be used to describe
both the different amplitudes of the users and the fading
due to the channel. If we assume equal power users and
coherent receivers, the matrix A holds the amplitudes of
the fading channel coefficients. This means that (5) can be
used to describe the multiuser transmission over a Rayleigh
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Fig. 4. Coded transmission over Rayleigh channel using r = 1
2

con-
volutional code, decorrelating detector and Moher’s algorithm,
K = 2 users, and a crosscorrelation of ρ = 0.9.

channel. The only change that has to be made in (8) to
describe the distribution of the Rayleigh channel instead of
the AWGN channel is to replace the crosscorrelation ma-
trix R with the matrix product RA so that we get the
distribution:

Θ [y|b,A] =
|R|

(2π)
K
2 σK

e−
(y−RAb)HR−1(y−RAb)

2σ2 (18)

The simulation result for two users and a crosscorrelation
of ρ = 0.9 is shown in figure 4. All users transmit over the
same Rayleigh channel, that is, the time variant channel
coefficient is the same for all users. So A is a time depen-
dent matrix which can be described by the product fiI for
one point of time, where fi is the channel coefficient for
sample i and I is an identity matrix with the same size as
A. In comparison to the decorrelating detector Moher’s al-
gorithm leads to significantly better results and with only
a few iterations nearly the performance of the single user
case can be achieved for an SNR of 4dB or higher. The
result for five users is shown in figure 5.

IV. Conclusion

In this paper we investigated the bit error rate perfor-
mance of multiuser detection techniques with and without
channel coding on AWGN and Rayleigh channels. Moher’s
suboptimal iterative multiuser detection algorithm was in-
troduced and the performance in open loop mode as well as
in closed loop mode (iterative mode) on the AWGN chan-
nel was compared to the performance of the suboptimal
decorrelating detector. Moher’s algorithm was then modi-
fied to adapt it for Rayleigh narrowband fading channels.
The performance of the modified algorithm was presented
and it is shown that even with the common Rayleigh chan-
nel model, single user performance could be reached after
a few iterations of Moher’s algorithm provided that the
signal to noise ratios are sufficiently large.

0 1 2 3 4 5 6 7 8 9 10
10

7

10
6

10
5

10
4

10
3

10
2

10
1

10
0

E
b
/N

0
 (dB)

B
E

R

0 iterations 

1 

2 

decorrelating detector

single user (rho=0.0) 

Fig. 5. Coded transmission over Rayleigh channel using r = 1
2

con-
volutional code, decorrelating detector and Moher’s algorithm,
K = 5 users, and a crosscorrelation of ρ = 0.9.

Acknowledgements

The authors would like to thank Dr. John Lodge of
the Communications Research Centre Canada (CRCC) and
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